Modeling user context for valence prediction from narratives
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* All previous narratives by the same individual

* ComParE challenge does not allow exploring context * places (c.g. university “uni”)
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L . . .  Disfluencies (“uhm’ hm”
* Generalizability: utilizing solely the textual information (“uhm”, “ahm”)



